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ABSTRACT

Data repositories around the world hold many thousands of data
sets. Finding information from these data sets is greatly facilitated
by being able to quickly and efficiently browse remote data sets. In
this note, we introduce the Iconic Remote Visual Data Exploration
tool(IRVDX), which is a visual data mining tool used for exploring
the features of remote and distributed data without the necessity of
downloading the entire data set. IRVDX employs three kinds of vi-
sualizations: one provides a reduced representation of the data sets,
which we call Dataset Icons. These icons show the important sta-
tistical characteristics of data sets and help to identify relevant data
sets from distributed repositories. Another one is called the Re-
mote Dataset Visual Browser that provides visualizations to browse
remote data without downloading the complete data set to identify
its content. The final one provides visualizations to show the de-
gree of similarity between two data sets and to visually determine
whether a join of two remote data sets will be meaningful.

CR Categories. H.1.2 [Models and Principles]: User/Machine
Systems—Human information processing; H.2.8 [Database Man-
agement]: Database Applications—Data mining; H.3.4 [Informa-
tion Storage and Retrieval]: Systems and Software—Distributed
systems;
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1 INTRODUCTION

Data repositories around the world contain many tens of thousands
of datasets and are growing exponentially. It is difficult now and
in the future it may not be possible, even with high performance
networks, to consolidate the data into a single repository for a data
mining analysis. The reasons for this are:

e Time and effort. it is not practical to download all relevant
data.

e Sze. some datasets are too big to move.

e Legal. it may be against the law to combine certain datasets
when the result will violate privacy laws.

e Complexity. the structure of some repositories may be too
complex to be moved.

e Data Revisions. many datasets are constantly updated and
downloading a snapshot could bias an analysis.
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Figure 1: Dataset Icons for the UCI KDD Archive.

To address these problems we have developed a tool called
IRVDX for distributed visual data browsing. It addresses three ma-
jor questions:

e How to identify remote and distributed data sets that may be
relevant to an analysis problem?

e How to browse remote data without first downloading the
complete data set?

e How to identify columns in distributed data sets that can be
used to fuse the data sets in order to extract additional in-
sights?

In IRVDX we introduce the concept of Dataset Icons to identify
relevant datasets from remote distributed repositories. A Dataset
Icon is a reduced representation of a dataset that shows summary
and statistical characteristics of the data set that are important for
data mining. A Dataset Icon provides a succinct visual summary
of a remote dataset. Our first Dataset Icon, shown in Figure 1, rep-
resents a data set using modified box plots thumbnails. The icon
shows the number of attributes in the dataset (columns), type of at-
tribute (continuous or categorical), distribution of attributes in the
dataset, and size of dataset. Our users, data miners, tend to be fa-
miliar with this representation and easily understand it.

The next problem for a scientist after he or she finds a dataset
that looks relevant is to browse the data. Figure 2 shows our remote
dataset browser. Users click on the icon to pull up our browser. The
intent is to provide a simple remote browsing capability to help the
scientist avoid pulling over irrelevant data.

The visualization in Figure 2 consists of two panes. The top
pane summarizes the statistical distributions of the attributes. The
summary information includes the name of the column, number of
attributes, number or records, and size of the dataset. The lower
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Figure 2: Remote Dataset Browser.

pane shows the most frequent values, ranges, and a few other statis-
tics. By looking at the display a data miner should be able to decide
if the full dataset would be appropriate for further analysis.

Finally, Figure 3 shows the relationships between columns in two
datasets. The relationships are calculated by comparing data types
and using the statistical distributions to suggest columns that may
be related. We currently use a simple pseudo metric based on the
inter-quartiles of the distribution to determine similarity.

2 RELATED WORK

Related work for this research is concentrated in the fields of in-
formation visualization and visual data mining. Papers [8] and
[4] present well-known classifications of information visualization
techniques based on the data types and visualization techniques.
We mainly used 2-dimensional visualization techniques. There
are other notable techniques for information visualization currently
available [5],[7],[6]. Our notion of interaction and direct manipula-
tion follows [1].

Iconic visualizations are also studied extensively in many fields.
The paper [10] describes the use of icons as symbolic paramet-
ric objects to visualize feature attributes. Our approach is to use
Dataset Icons as a tiny representation of the statistical and data min-
ing characteristics of a data set. Our approach also makes use of
some of the Visual Scalability techiniques presented in [3].

Existing visual data mining research [9] focuses on improved
techniques for understanding various classes of data and on under-
standing aspects of the underlying data mining models. This re-
search work focuses more on distributed and remote data sets and
on the information about a data set, where we provide visualizations
to figure out which data sets are relevant for a particular analysis.

3 CONCLUSION

We have implemented IRVDX and have it running at the National
Center for Data Mining. We have created a meta-data repository
where we store statistical properties of the datasets and other meta-
data necessary to produce our icons. The images are pre-computed
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Figure 3: Relationship between data sets.

for performance. Our visualizations are implemented using SVG
graphics for portability and run in essentially any browser.

Although we have not done a CHI-style formal user study, our
users, data miner, find that our interface is significantly better than
the textual descriptions of datasets and text-based searches that are
commonly used by data repositories. Our experience is that it is
much easier and faster to navigate through large repositories using
dataset icons than textual dataset descriptions.

If network conditions permit, we will demo IRVDX live at Info-
Vis 2004 conference in Texas.
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