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Figure 1: A semi-immersive display showing the relationship between the model input, the residual (the error between the model and the real
system) over time. The visualization reveals that in some regions the residual is quite large, i.e. the model does not fit very well. The temporal
information is crucial for the model validation which is an important step in the system identification process.

ABSTRACT

We propose an interactive visualization approach to finding a math-
ematical model for a real world process, commonly known in the
field of control theory as system identification. The use of interac-
tive visualization techniques provides the modeller with instant vi-
sual feedback which facilitates the model validation process. When
working interactively with such large data sets, as are common in
system identification, methods to handle this data efficiently are re-
quired. We are developing approaches based on data streaming to
meet this need.
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1 INTRODUCTION

The purpose of system identification [4] is to find a mathematical
model for a real world process, for example, a model that describes
the relationship between the outflow and level in a set of connected
water tanks.

The process of system identification can be broken down into
three steps:

1. Select model structure.

2. Estimate model parameters given data sampled from a system
and calculate the model residual – that which is left unmod-
elled.

3. Validate the model, see figure 2. If the residual is satisfactory
then finish, else select another model structure and start again.

We show how step 3 above can be aided by the use of interactive
visualization.
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Denoting the model regressor, model input and model output by
ϕt , ut and yt respectively we can define ϕt as

ϕt = [yt−1,yt−2, ...,yt−k,ut ,ut−1, ...,ut−l ] (1)

and the estimated model output, ŷt , as

ŷt = f (ϕt), (2)

where k and l are the number of time steps the model uses as a
“memory” in order to predict the current time step, ŷt . In the most
general case the aim of model validation is to identify the function
f and the parameters k and l.

With large k and l the data to be considered in the model val-
idation becomes highly multivariate and the relationships between
these data are frequently non-linear and difficult to observe directly.
This makes the model validation process difficult.
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Figure 2: Model validation. The output yt of the system, here dis-
crete, is compared to the output of the model, ŷt . The difference
between the two makes the residual, et = ŷt − yt , t = 1,2, . . . ,N. If
the residual is dependent on the noise only, not on the input ut , then
there is nothing more to model. Depending on the application, ut
and et could be either a scalar or a vector.



Figure 3: Our 3D visualization running on a semi-immersive display.
The visualization shows the relationship between ut , et and t.

2 VISUALIZATION OF TIME-VARIANT DYNAMICS

In a time-variant system, the differential equation relating ut to yt
changes over time. We can seldom understand this change in dy-
namics by looking at the signals alone. Often we cannot even see
when the changes occur. By using a time-invariant model, how-
ever, that describes the system well at one time instant, we can
detect when new measurements do not match. This often means
that something is wrong with the system, for example, overflow in
a tank or a broken pipe. This will give rise to a large residual and
can thus be identified. The interactive 3D visualization enables the
user to dynamically visualize pair-wise combinations of et , ut , yt
(or any of their time-lagged instances) against t. In figure 3 we can
clearly see two different regions where the residual is large and so
the model does not fit. The visualization gives the modeller the
necessary temporal information to easily identify those regions.

The techniques we use in this work are well-known in their re-
spective disciplines. Using interactive 3D visualization as a tool for
system identification, however, we have not seen elsewhere. What
we have seen, though, are great efforts being made to visualize com-
plex process data, for instance, by means of scatter plot matrices
and parallel coordinates [2]. The applications have mainly been in
decision support [3]. For the interested reader, refer to [1] for an
overview of concepts and taxonomies of visual data exploration.

Our implementation merges the rich variety of estimation meth-
ods provided by MATLAB with interactive visualization techniques
offered by the AVS/Express visualization software. The developed
application has also been extended from an ordinary desktop PC to
a much larger semi-immersive stereoscopic display.

3 PIPELINED STREAM PROCESSING

Dealing with data sets of sizes requiring unattainable amounts of
internal memory prompt for new schemes of data management [6].
The nature of time-varying data sets often lend themselves to pro-
cess data by streaming blocks of data through a processing pipeline
instead of the entire data set at once. By formalizing the processing
pipeline to work on blocks of data it becomes possible to provide
progressive interactive visualization as well as to integrate external
tools for processing of large data sets.

Although model fitting is usually performed on selected subsets
of the data under study the validation of the fitted model is car-
ried out on the entire data set. In order to support large data sets,
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a) Example of serialized parallel pipeline.
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b) Example of parallel pipeline with a synchronized display stage.

Figure 4: Representation of two different pipeline constructs.

blocks of data can be sent through the pipeline in sequence which
reduces the memory requirement and enables reuse of memory for
temporary data along the processing data path. In addition, parallel
processing is also enabled, specifically useful on multi-CPU sys-
tems [5]. The pipelined processing increases the interactivity and
allows for progressive visualization that also enables a user to abort
and redefine a poor choice of processing at an early stage.

In figure 4 two schematic configurations are shown. The typical
pipeline in subfigure a can apply to progressive processing and vi-
sualization as well as to time-varying presentation or animation of
data. Data sets that allow for partitioned processing can be made in
parallel (subfigure b). For this application both schemes can benefit
the interactive visualization.

4 CONCLUSIONS

The understanding and experience gained from interacting with
data through our application has proven to be a valuable tool in
the system identification process. The use of interactive visualiza-
tion seems to be a promising technique for model validation and a
good complement to the more traditional techniques in use today.
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