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ABSTRACT

We describe an exploratory technique based on the direct interac-
tion with a 2D modified scatterplot computed from two different
metrics calculated over the elements of a network. The scatterplot
is transformed into an image by applying standard image process-
ing techniques resulting into blurring effects. Segmentation of the
image allows to easily select patches on the image as a way to ex-
tract sub-networks. We were inspired by the work of Wattenberg
and Fisher [21] showing that the blurring process builds into a mul-
tiscale perceptual scheme, making this type of interaction intuitive
to the user. We explain how the exploration of the network can be
guided by the visual analysis of the blurred scatterplot and by its
possible interpretations.

CR Categories: I.3.6 [Computer Graphics]: Methodology and
Techniques—Interaction Techniques I.3.3 [Computer Graphics]:
Picture / Image Generation—Viewing algorithms I.4.3 [Image Pro-
cessing]: Enhancement—Smoothing

Keywords: Graph navigation, exploration, scatterplot, multiscale
perceptual organization, clustering, filtering, blurring

1 INTRODUCTION

Part of the research activity in Information Visualization is devoted
to exploratory techniques [4, 12]. Indeed, when designing a tool it is
important to distinguish whether the user is facing familiar data and
is actually using it for a specific task (annotating it or consulting it,
for instance) or if she/he is exploring the data trying to find patterns
or correlate the view with some other properties.

The results we describe in this paper contribute to exploratory
techniques for graph visualization. Graphs appear as natural en-
tities when modeling social networks, access graphs in software
engineering, web (sub)graphs, for example. When faced with a
complex network, due either to its size or to its intrinsic structure, a
common approach is to exploit structural properties to gain insight
on the graph. The work by Page et al. [17] and that of Kleinberg
[13] are good examples of this methodology applied to the study of
web graphs.

A common design is to map structural metrics to graphical cues
(see [12, Section 4] for a list of references). It is often claimed that
graphically mapping metric values onto the view of the graph pro-
duces a valuable effect by underlining the backbone of its structure.
Various techniques have been proposed to act on the way structural
metrics are mapped on nodes or edges of a graph. Colour maps usu-
ally assign hue and intensity to nodes or edges according to their
associated metric values.

Metrics can also be used to filter out elements of a lesser impor-
tance (with respect to the metric) by mapping its range of values
onto a range slider ([5]), thus providing an effective way to isolate
a subset of interest in the graph. A common and useful application
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is to specify a threshold by moving the cursor down (or up) and
filter out nodes or edges with a value above (or not exceeding) the
threshold. This hiding method gains effectiveness when coupled
with a colour map as the elements that are filtered out have a lighter
hue and/or lesser intensity, are thiner, etc.

The use of multiple range sliders can help the exploration of a
dataset by filtering elements based on a combination of criterion.
Williamson and Schneiderman [24] have successfully applied this
technique when exploring a real estate database, enabling a user to
specify a price range and number of bedrooms, for instance. Barry
Becker’s MineSet [2] is a tool supporting the exploration of multidi-
mensional databases, helping the user to navigate the data through
the selection of range values on several dimensions.

It is unclear whether range selectors are as effective when deal-
ing with less intuitive metrics. What if the values correspond to a
theoretical measure computed over all nodes of the network, such
as for example the so-called clustering index used to define small
world networks [22, 23] or the pagerank index of web pages [17]
? What if the values are unevenly distributed over the range they
cover ? How should a user manipulate the range selectors to cor-
rectly monitor the threshold (filter) ? These observations become
even more relevant when dealing with two-dimensional metrics.
Situations that are hardly predictable may appear where one slider
requires finer tuning depending on the values that were selected us-
ing the other. Section 2 provides examples and a more detailed
discussion on these issues that were one of the starting point of our
work.

The technique we put forward in this paper gives the user direct
access to the 2D set of values through a modified scatterplot view.
More precisely, the view the user acts on is obtained from the actual
scatterplot after it is blurred, in order to enforce perception and ease
selection of significant regions. By dynamically linking regions to
the graph layout the user gets immediate feedback when browsing
the blurred scatterplot. This appears as a relevant exploration tech-
nique since the interpretation of the regions forming the blurred
scatterplot is natural to the user. This claim relies on the recent
work by Wattenberg and Fisher [21] where they develop a multi-
scale model of perceptual organization in information graphics. In
their paper, Wattenberg and Fisher apply image segmentation to a
sequence of blurred images, allowing them to build a hierarchy re-
flecting the user’s internal model. Our experience using the blurred
2D scatterplot for navigating graphs can be seen as a confirmation
of Wattenberg and Fisher’s hypothesis.

Moreover, giving the user control over the parameter of the blur-
ring process provides helpful support for the identification of re-
gions of interest in the scatterplot. Varying the parameters allows
the user to travel across scales. Irregular regions emerging from the
blurring process that could otherwise hardly be identified can be
selected by a simple mouse click.

2 METRIC-BASED EXPLORATION

The layout of a network, although requiring significant effort, is
often not sufficient to help a user when she/he is exploring its un-
derlying data. A common technique is to map network attributes to
graphical cues such as hue and/or intensity, node size, edge thick-
ness, etc. We shall be concerned in this paper with metric-based ex-
ploration, that is when the exploration itself is guided by observed

October 10-12, Austin, Texas, USA 
0-7803-8779-1/04/$20.00 ©2004 IEEE 

IEEE Symposium on Information Visualization 2004 

135



properties of the metric. For instance, the structure of the network
might be questionned to explain why a metric does not distribute
uniformely over its range. In [11], it is argued that the statistical
distribution should be taken into account to faithfully map struc-
tural metric values to colours, thickness, etc. Indeed, although the
values may vary over an interval, it may well occur that most of the
values reached by nodes or links are clustered at one end of the in-
terval, for instance. Taking the statistical distribution of metric val-
ues into account avoids mapping a majority of graph elements into
a small range of the colour spectrum, making it hard for the human
eye to distinguish between them (see [11] for a detailed discussion).
The same argument applies when metric values are mapped onto a
range slider. Mapping the tick marks underlying the slider accord-
ing to the statistical distribution prevents the slider from behaving in
an unexpected way. More precisely, suppose a metric is computed
over a graph and that the range of values distributes as indicated by
the curve in Figure 1. That is, the y-axis on the the curve indicates
the percentage of elements having a value below a given threshold
(x-axis). In the example, we see that approximately 75% of the el-
ements have a value below 1.5, although the range of values cover
the interval [1,4]. This type of curve occurs when dealing with met-
rics such as the pagerank [17] or clustering index on nodes [23] or
edges of a network [1].

Statistical Density Function
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Figure 1: Statistical density function computed from metric values
associated with nodes or edges of a network.

Linearly mapping metric values onto a slider would produce un-
desirable effects since even tiny cursor movements of the slider over
the first half of the slider range [0, 1.5] would provoke much larger
effects than similar movements over the rest of the range [1.5, 4.0].

It is however incorrect to present this situation as being a prob-
lem: it is precisely this property of the metric that places it into
the focus of the exploration. Indeed, discovering how the graph
elements map onto the metric can reveal part of the network’s dy-
namic. As an example, we can cite our recent work on the naviga-
tion of small world networks. The study of a metric computing the
strength of edges in a network lead us to design a useful clustering
technique for visual exploration [1].

2.1 Two-dimensional metrics

The problem we underline, and the precaution we suggest to take
to prevent from it, becomes even more intricate when dealing with
two-dimensional metrics. These metrics can either be intrinsically
2D, or can be formed by joining two metric values into a 2D point.
The latter case is not uncommon and occurs when mixing a struc-
tural metric with a contextual one. The network in Figure 2 pro-
vides an example. The network itself corresponds to a set of links

between the various Java classes of the “Resyn Assistant API”1.

Figure 2: Example network : access graph induced from Java classes
in the Resyn Assistant API. Edges have been coloured according to
an application metric specific to Resyn.

Edges have been assigned a colour according to an application
specific (edge) metric measuring the degree of logical dependencies
between classes. The interest of the visualization in this case is to
confront the application metric with the cluster structure. On the
other hand, the cluster structure is predicted by the strength met-
ric computed for all edges of the network : edges with low values
are weak in that they do not contribute to the cohesiveness of their
neighbourhood (see [1] for more details). Weak edges thus corre-
spond to gateway routes linking distinct neighbourhoods.

The interest here is to understand how the application specific
metric relates to the cluster structure and thus to the strength of
edges. The 2D scatterplot in Figure 3 displays how these two met-
rics relate to each other and distribute over the edges of the network.
More precisely, points of the scatterplot correspond to edges of the
network where the x and y coordinates of the point are respectively
given by the application specific metric and the strength metric as-
sociated with the edge. Points are also assigned varying (greyscale)
intensity reflecting the frequencies since many edges are associated
with the same (x,y) pair of values2.

2.2 Exploring the network through the scatterplot

The goal is to offer the user a tool to explore the network while be-
ing guided by the scatterplot. A solution could be designed based
on a combination of two range sliders, one for each dimension, al-
lowing the user to select a rectangular subregion of the scatterplot
before examining which part of the network it corresponds to. Note
that, in some cases, this can be a satisfactory interaction technique,

1”Resyn Assistant” is a software designed for the study of
chemical components developed in Montpellier (LIRMM). See
http://www.lirmm.fr/∼resyn/presresyn.html

2The image provided here does not support our claim satisfactorily –
mainly because of its small size and low resolution. However, the technique
we describe in the next section precisely overcomes that type of problem by
suggesting to use a different view of the scatterplot.
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AppMetric vs Strength Scatterplot
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Figure 3: A 2D scatterplot displaying how the strength and appli-
cation specific metric distribute over the edges of the network in
Figure 2.

as assessed by the example from Williamson and Schneiderman
[24]. We believe that this is partly due to the fact that users are
familiar with the price range in the real estate market and with its
relation to other discrete metrics such as the number of bedrooms.
In other words users are able to predict how the number of bed-
rooms impacts on the price of a house.

However, range sliders may appear as being limitative when
dealing with less intuitive metrics. The study of social networks
or hypermedia structures, for example, often relies on the use of
structural metrics such as the clustering index introduced by Watts
[22, 23], the metric by Kleinberg allowing the identification of au-
thorities and hubs [13], or such as the pagerank index [17]. It is
precisely the correlation between these structural metrics and other
contextual metrics such as the size of documents or publication
date, etc., that is focused on here.

Note that the limitation we stress does not come from the sliders
themselves but rather from the fact that they only enable the se-
lection of rectangular subregions. Brushing the scatterplot using a
rectangular brush, or using a rectangular magnifier glass, bear the
same inconvenient. Moreover, part of the problem resides in the
difficulty to read and interpret the scatterplot.

3 BLURRED SCATTERPLOTS

We have worked at developing a technique allowing an easier and
more flexible selection of points in the scatterplot, by anticipating
on the user’s interpretation of the plot, while synchronizing the in-
teraction on the view of the network itself.

As one can see, the majority of points in the scatterplot of Fig-
ure 3 are located on the left of the diagram and are organized into
what seems to look like one or two bigger subgroups. This unsatis-
factory description of the scatterplot actually points at an important
aspect of metric-based exploration. The user needs to be guided not
only in her/his discovery of the network, but also when reading the
plot in order to accomplish a more accurate and significant selection
of subregions (and/or sub-networks).

We follow the work by Wattenberg and Fisher [21] and claim
that the user interprets the scatterplot through a multiscale percep-
tual scheme. That is, at a higher level the scatterplot is perceived
as forming a few clouds of points. At a finer level of perception, a

cloud may well be seen as being organized into smaller subcompo-
nents of varying shapes and sizes. Wattenberg and Fisher develop
their model by constructing a hierarchy or layers of information re-
flecting the different levels of details of each component of an im-
age. The hierarchy is built from the image by applying a standard
information graphics technique we now describe. The image itself
– think of the scatterplot as being the image – can be considered
as a map f : [0,1]× [0,1] → [0,1]. Convoluting the image with a
Gaussian kernel Gs produces a new image fs = Gs ∗ f , representing
the original image after it has been blurred by a factor s. Figure 4
shows an example of this blurring effect when applied to the scat-
terplot of Figure 3. (The view is zoomed on the subset sitting at the
left and mid-height of the plot.)

Figure 4: Convoluting the image in Figure 3 with a Gaussian filter
produces a blurring effect and helps localize the regions of interest
in the scatterplot.

The blurring effect produces exactly what is anticipated and
wanted. Points forming dense subregions slowly melt into larger
and uniform grey patches which can then be identified by standard
image segmentation techniques. The benefits of these operations
are tremendous. After setting only two parameters, the user can se-
lect a subregion by a simple mouse click, disregarding its complex-
ity or irregular geometry. Incidentally, it might well be the irregu-
larity of a subregion that triggers an interest in it. Again, observe
that the grey patches in Figure 4 could hardly be selected using a
rectangular device3.

3Note that it would be more accurate to say that the selection of an irreg-
ular region is hard to achieve using any device having a regular geometrical
shape (be it rectangular – as with the sliders, or round – a brush, etc.).
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3.1 Gaussian filter and image segmentation : point locations
and intensities

Two ingredients are taken into account when computing the gaus-
sian filter. The proximity of points is not the only parameter to
affect on the final “grey patches”. Points are also assigned an inten-
sity depending on the frequencies of value pairs (x,y). That is, the
more often nodes or edges are mapped onto a pair (x,y) the darker
the associated point is. This intensity obviously has an effect when
computing the convolution Gs ∗ f . Figure 5 can be compared to Fig-
ure 4 to evaluate the effect of a change in the value of s: a greater
value of s creates wider patches and the shape of the nested strips
extends from the already computed subregions. The variations in
greyscale indicates how the point are distributed into a subregion,
according to their coordinates and frequencies.

In order to make the subregions selectable, we perform a seg-
mentation of the image fs. A contour is detected where there is
a significant change in greyscale. The segments identified in this
manner correspond to nested curved strips, each strip gathering
points with an intensity varying in a greyscale sub-interval. The
subregions then correspond to a set of strips having their intensity
above a given threshold. Note that in doing this, we make it pos-
sible to select a patch together with all of its interior, since a strip
sitting inside the interior of another contains points with a greater
intensity (patches are organized around the points with greater in-
tensity in the scatterplot, which themselves sit at the core of denser
subregions).

The number of strips corresponds to a parameter that has to be
set before performing the segmentation, specifying into how many
sub-intervals the greyscale should be divided. Subregions join and
separate according to variations of the parameter s. Note that the
number of strips also affects the final image. Wattenberg and Fisher
have looked at this aspect in great details, explaining why the hierar-
chy they compute can sometimes result in an acyclic directed graph
[21, Section 2.3.3]. Varying the two parameters allows the user to
travel across scales.

Figure 5: A greater value of s creates wider patches (when compared
with Figure 4). The shape of the nested strips extends from the
existing subregions.

4 A TWO WAY INTERACTION

We have so far explained the benefits that can be expected from in-
teracting directly on a blurred scatterplot, making it more intuitive
and easier to select subregions corresponding to subsets of metric
values reached by the network elements. However, the goal is to
help the user navigate and explore the network itself, based on what
can be inferred from the metric values. In other words, the analysis
of the blurred scatterplot naturally raises questions such as: “what

are those nodes or edges having a maximum/average value ?” or
“where are they located in the network ? do they form a single
connected component or do they split into several clusters ?”, and
so on. The next section provides examples showing how signifi-
cant structure can be inferred on the network by interacting on the
blurred scatterplot.

The questions or tasks suggested here might well occur in the
opposite direction. Looking at the layout of the graph, one might
wish to test hypothesis on the metric values associated with a given
part of the network. That is, the analysis of the network can be
conducted by looking at the relative location of nodes or edges,
and be guided by any interpretation the two metrics might have
individually or when composed together into a scatterplot. In other
words, it might be interesting to test whether two similarly looking
neighbourhoods are mapped to a same region in the scatterplot, and
if not infer reasons that can explain this difference.

The implementation of our technique offers all those avenues.
Subregions can be selected (multiple selection) automatically trig-
gering the selection of the associated clusters or neighbourhoods
on the graph layout. Conversely, the selection of any cluster in
the graph highlights the corresponding patches containing the (x,y)
pairs associated with the selected elements. The exploration can
thus be realized through a scenario of back and forth adjustments
between the laid out network and associated blurred scatterplot.

4.1 Worked examples

The technique has been implemented within an existing graph vi-
sualization application. After loading the network into memory, the
user can select either node or edge metrics defining the scatterplot
which is then blurred and segmented according to default or cus-
tomized values. We will look at two different kind of examples.
First, we have applied our technique to networks with an already
known structure, in order to assess the predicted benefits. The last
example, consisting of protein-protein interaction networks, illus-
trates the exploration scenario within which the technique proves to
be helpful.

4.1.1 The Resyn Assistant API

The Resyn Assistant API has been at the focus of previous work on
clustering techniques developed in the context of software reverse-
engineering [6]. Consequently, we used the Resyn network as a
benchmark to test whether already known facts about the structure
of the API could be recovered using the technique developed here.

In this example, we built a scatterplot computed over two met-
rics, one structural, the other contextual. The structural metric we
used is the strength of edges indicating whether a link acts as a weak
link between two distinct neighbourhoods, or whether the edge sit
at the core of a cluster. We had already shown how this metric can
be used to easily compute meaningful clusters (the significance of
which had been assessed by the designers of the API themselves,
see [6, Section 3.1]). The Resyn specific metric is a weight mea-
suring how much of the class (attributes and methods) is publicly
accessible. (This is Java terminology, the metric is not specific to
Resyn itself but to software engineering. For more details see [10]).

Figure 9 shows a snapshot of our application when loaded with
Resyn together with a zoomed view on the scatterplot. Selecting
a darker patch (marked as yellow when selected) automatically ex-
tract clusters (left view). The pop-up item list shows the label of all
selected nodes.

The selected patch in Figure 6 corresponds to edges simultane-
ously having an associated average strength value (y coordinate)
and a low application specific metric value (x coordinate). Now, an
edge with an average strength value necessarily sits in the middle
of a moderately connected cluster. On the other hand, the applica-
tion metric reflects how much a class spreads its services (public
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Figure 6: Darker patches in the scatterplot can be selected to recover
the package structure of the Resyn Assistant API.

or protected attributes and methods) to other members of the API.
Hence, by selecting the yellow patch, we seek to find classes that
offer services to only a few other API members and that are part of
moderately connected clusters. Hence, we expect these classes to
live in periphery of more densely connected clusters, which is actu-
ally the case, the task being to discover which clusters are involved
in this type of possibly unwanted or unpredicted situations.

4.1.2 Internet Movie Database

As another “proof-of-concept” example, we have extracted a sub-
network out of the internet movie database (IMDB4), by selecting
actors and movies stemming from three well known actors (Tom
Cruise, Jim Carrey and Cameron Diaz). We have used this time
two structural metrics on nodes that lead us to easily identify “hub”
actors in the network, from the visual analysis of the lightly blurred
scatterplot (low s value; see the right panel of Figure 6). The two
metrics used are the eigenvector metric derived from the adjacency
matrix and the degree of nodes. The eigenvector metric can be in-
terpreted as a centrality measure, indicating the proportion of paths
going through a node. The left panel of Figure 7 shows the three ac-
tors around which this IMDB sub-network is organized (the nodes
are surrounded by the pink transparent boxes), which obviously act
as local hubs (we borrow this terminology from [13]). The mouse
pointers on the right panel indicate the subregions of the blurred
scatterplot that were highlighted after the hub nodes were selected
in the left panel. Observe that the hubs seem to have their own in-
dividual patches in the scatterplot, spread towards the right of the
diagram. It is worth mentionning that a drill down exploration of
the multiscale scatterplot was actually necessary in order to bring
us to this situation and achieve a clean separation of the patches.
The fact that each hub has its own patch does not come as a sur-
prise since those nodes have a much larger degree (but each having
their own eigenvector value).

This observation lead us to examine other small and isolated
patches corresponding to high degree nodes. For instance, we were
able to locate the node associated with David Letterman, which ob-
viously has a high degree since he played (so to say) in his daily
TV program with many actors and act as a hub for all these differ-
ent persons (belonging to distinct sub-network or communities).

The right panel in Figure 8 shows a zoomed view of the scatter-
plot with an increase on the s parameter, in order to emphasize the
shape of the patches. Obviously this 2D confrontation of the eigen-
vector and degree metrics ease the identification of clusters in the
network5. The small patches of the scatterplot actually correspond

4See the website http://www.imdb.com.
5As with Resyn Assistant, we had previously studied similar examples

[1], so we were able to verify the validity of our conclusions.

Figure 7: Selecting the three “hub” actors (Cruise, Carrey and Diaz)
on the left view highlights their corresponding subregions or patches
in the blurred scatterplot (right panel).

to either movies or TV programs gathering the three actors. For in-
stance, running a “Joint Ventures” search on IMDB we could verify
that the actors occuring in the selected cluster (left panel of Fig-
ure 7) all played in the 1985 movie Legend. Incidentally, we were
able to identify movies or TV programs for all clusters for a ma-
jority of patches. The confrontation of the two metrics is essential
here: the eigenvector metric helps locating cliques while the degree
metric distinguishes between cliques of different sizes.

Figure 8: Close-up view of the scatterplot of Figure 6, with an in-
crease in s. This time, a simple click triggered the selection of a
whole cluster (connected sub-component).

Finally, we changed the degree metric for the clustering index
borrowed from the small world theory [23], while keeping the
eigenvector metric, which helped us identify the most important ac-
tors of this IMDB sub-network. The resulting scatterplot is shown
on the right panel of Figure 9. The view itself follows from a se-
quence of zoom and pan interaction on the scatterplot panel. The
actors belonging to the corresponding cluster (selected through a
series of shift-mouse click) are Beatty, Nicholson, Huffman, Dun-
away, Murphy and Myers. (The three “hub” actors from which the
network is built belong to other clusters associated with patches sit-
ting at a distance from the one we consider here.)

4.1.3 Exploring a protein-protein interaction network

Protein-protein networks are currently the focus of intense research
in bio-informatics. To put things simply, the challenge for biolo-
gists is to understand the structure of those networks, in an attempt
to describe the functions of proteins in the organism.

The network we have explored consist of 3278 nodes and 4549
edges where nodes are associated with proteins and links corre-
spond to interactions that have been experimentally observed (not
all in a same experiment, of course). The network comes equipped
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Figure 9: Close-up view of the scatterplot obtained from the eigen-
vector metric together with the clustering index computed on the
IMDB network.

with an interesting contextual information. Each link has an integer
attribute measuring the number of published papers explicitly men-
tioning the two proteins (resulting from a text mining process). We
shall call this contextual metric the co-citation metric.

Figure 10: Exploring a protein-protein interaction network based on a
scatterplot showing how the co-citation metric relates to the degree
of nodes.

When exploring the network, natural questions come to mind.
Can we expect the more dense neighbourhood to have been the ob-
ject of more productive research (in terms of published papers) and
consequently to have a higher co-citation measure ? In other words,
how is the degree of the proteins incident to an edge related with its
co-citation ? The scatterplot in Figure 10 describes how things are
organized with respect to degree and co-citation. It apparently turns
out that protein pairs having a high co-citation value also have a
low degree, as shows the small yellow patch on the lower right part
of the scatterplot (patches turn yellow when selected). The sub-
network in the left view corresponds to nodes and links that are
being mapped to that subregion of the plot. The view shows a set
of separated edges, since interactions involving these proteins have
been rarely observed. However, those protein pairs (edges) seem
to have been the object of more intense study (further study with
biologists is needed to refine and confirm this claim). The interface
allows to access the actual name of the selected proteins (which are
framed within small pink boxes) displayed in a pop-up item list.
(Locating the underlying “co-citation” publications on the PubMed
website requires additional work.)

Other observations can be made. A majority of protein pairs
seem to have been the object of an average number of 3 or 4 pub-
lications (as show the two vertical strips stemming from the darker
round patches at the center of the x-axis). However, most of them

have a low degree, indicating that interactions involving those pro-
teins were observed only on a few occasions. Also, that the number
of higher degree proteins appearring in 1 to 4 publications are com-
parable, since the pale grey patches at the top of the image all look
the same6.

We pursued our exploration of this network by mixing co-
citation with the strength of edges, focusing on stronger edges. One
can imagine that stronger edges have a higher co-citation value, be-
cause they belong to a tighter neighbourhood. More precisely, the
probability that their neighbor proteins (neighbour proteins of the
proteins incident to the edge) have been observed to interact is rel-
atively high – this directly follows from the definition of strength,
see [1]. Consequently, it seemed reasonable to predict that the two
interacting proteins incident to a strong edge have been the object
of many papers. However, we were able to locate a strong edge with
low co-citation. There is actually one paper addressing issues con-
cerning the two incident proteins DAD1 and SPC347. Moreover,
the paper is recent (2002) which partly justifies the low co-citation
value of the edge. Interestingly enough, we extended the patches,
looking at things from a higher level scale (by increasing s), in or-
der to examine nodes having a close (co-citation, strength) value
pair, and slowly reached a small group of neighbour proteins that
were all discussed in the same 2002 paper.

5 RELATED WORK

The idea of a direct interaction on a scatterplot goes back to the
work of Becker and Cleveland [3]. However, scatterplots are usu-
ally a tool for studying the correlation between two variables. In-
deed, principal component analysis provides methods and tools for
computing and evaluating the tendencies among clouds of points.

5.1 Scatterplot brushing

Becker and Cleveland developed a framework for studying the cor-
relation between several variables through various types of mouse
interaction such as brushing. First laying out a set of bivariate scat-
terplots into a matrix of square boxes (one for each 2D scatterplot,
N(N−1) in total if there are N variables), using rectangular brushes
they let the user browse part of a scatterplot while highlighting the
corresponding points in all the other matrix boxes. By studying the
way the brushing acts on the other boxes, the user can then gain in-
sight on the high-dimensional dataset and infer correlation between
the dimensions.

In their examples, Becker and Cleveland only show small plots
(partly due to computer capabilities in the 80’s). The small size of
the plot makes it easy to select various subregions with a rectan-
gular brush avoiding phenomenons emerging from unusual statisti-
cal behaviors (see Section 2 above). XmdvTool by Ward [20] (see
also [16]) investigates brushing and extends the work of Becker and
Cleveland, defining exploration strategies on several other types of
visualization such as parallel coordinates, glyphs and dimensional
stacking display. Ward’s XmdvTool certainly is a candidate ap-
plication to extend our work to more than two dimensions. There
might be circumstances where parallel coordinates, for instance,
offer a better point of view on the graph’s metrics or ease its navi-
gation. More work is needed to determine what types of visualiza-

6The study of these diagrams are the focus of current research conducted
in collaboration with biologists in Montpellier.

7The exact names refer to genes, following the nomenclature used on
PubMed. The paper’s reference is: Janke C., Ortiz J., Tanaka T. U., Lechner
J., Schiebel E. (The Beatson Institute for Cancer Research, CRC Beatson
Laboratories, Glasgow G61 1BD, UK.) Four new subunits of the Dam1-
Duo1 complex reveal novel functions in sister kinetochore biorientation.
EMBO (European Molecular Biology Organization) Journal, 2002; 21(1-2)
: 181-93.
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tions (of N-dimensional spaces) can be explored through a multi-
scale perceptual scheme.

5.2 Graph splatting

GraphSplatting, introduced by van Liere and de Leeuw [15], trans-
forms a graph into a two-dimensional scalar field rendered as a
colour coded map, a height field, or a set of contours. The scalar
field is obtained from the layout itself by blurring the image and
turning it into a set of connected regions, thus providing density
information which can be used to determine the structure of the
graph.

Thus, the blurred image here is computed based on the layout,
letting the user interact on a scalar field instead of the node and
link diagram. The colour map then renders according to the density
of neighbourhoods. Metrics can be taken into account by adding
a third dimension (height) or by including textures into the view.
Note however, that direct interaction with the underlying data of
the network is then harder to achieve. Also, in order to make the
scalar field meaningful, it is assumed that the graph is laid out using
an algorithm reflecting its connectivity or structure, which most of
the time will be a force-directed method. In our case, the user could
well decide that based on her/his exploration, it would be meaning-
ful to layout the graph using a different algorithm. This could be
done without loosing the logical correspondence between the view
on the blurred scatterplot and the graph (and the already selected
elements).

GraphSplatting, as well as our work, shares similar features with
Barry Becker’s MineSet [2]. Indeed, MineSet is a tool support-
ing the exploration of multidimensional databases, helping the user
navigate the data through the selection of range values on several
dimensions. Two dimensions serve to embed the data in 3D space,
the other dimensions being rendered as a colour coded Gaussian
field. The user can then select part of the data by directly interact-
ing on the displayed surface.

5.3 Density Estimation

The present work suggests that when dealing with plots containing
a large numbers of points, interacting with the blurred scatterplots
is easier and more intuitive. This enters a chapter widely studied in
statistical mathematics called density estimation (cf. [19]). Indeed,
the computation of the blurred image can be seen as an ad hoc tech-
nique computing a rough approximation of the density function of
the underlying set of points. Incidentally, the computation of stan-
dard contour curves would support the analysis of the plot equally
(which we determine when computing the levels of gray in the im-
age).

The work by Ester et al. [7], also enters this scope. They de-
fine a strategy for computing clusters in spatial database based on a
density analysis of points in 3D.

The work by Fua, Ward and Rundensteiner [8] suggests how to
take the structure of the data under study into account and adapt the
brush, turning the selection process into what they named structure-
based brushing.

In the present work however, the focus is less on the analysis of
the metrics than on the ability to explore and interact on its multi-
scale structure while selecting and navigating parts of the network
under study.

6 CONCLUSION AND PERSPECTIVES

The technique presented here combines direct interaction on a mod-
ified scatterplot together with a view of a network. Inspired by the
work of Wattenberg and Fisher [21], we consider the scatterplot as
an image that we then transform using standard image processing

techniques. The blurred images build into a multiscale diagram ap-
pearing as an intuitive object that can be easily interpreted and acted
on by the user. The original scatterplot is obtained by assigning x-y
coordinates to each of the network’s element, the x and y coordi-
nates being computed from metrics relevant to the network under
study. A common situation is to confront a structural metric with a
contextual one.

The studied examples assess of the usefulness of the technique.
The technique proves as an interesting direction to pursue for study-
ing protein-protein interaction networks. Indeed, those networks
come equipped with a large inventory of contextual attributes (nu-
merical and non numerical), apart from the metrics that can be com-
puted from the structure of the network itself. It is precisely in this
type of situations that our technique reveals itself as the most use-
ful: the network needs to be explored based both on its structure
and on contextual information.
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ture using graph clustering. In 11th IEEE International Workshop on
Program Comprehension, Portland, Oregon, 2003. IEEE / ACM.

[7] Martin Ester, Hans-Peter Kriegel, Jrg Sander, and VXiaowei Xu.
A density-based algorithm for discovering clusters in large spatial
databases with noise. In 2nd International Conference on Knowledge
Discovery and Data Mining (KDD 96), pages 226–231, Menlo Park,
CA, 1996. AAAI Press.

[8] Ying-Huey Fua, Matthew O. Ward, and Elka A. Rundensteiner. Navi-
gating hierarchies with structure-based brushes. In Graham Wills and
Daniel Keim, editors, IEEE Symposium on Information Visualization
(InfoVis ’99), pages 58–64. IEEE CS Press, 1999.

[9] D. Gibson, J. Kleinberg, and P. Raghavan. Inferring web communities
from link topology. In HyperText ’98, pages 225–234, Pittsburgh, PA.,
1998.

[10] Olivier Gout, Gilles Ardourel, and Marianne Huchard. Access graph
visualization: A step towards better understanding of static access
control. In Tom Mens, Andy Schrr, and Gabriele Taentzer, editors,
Electronic Notes in Theoretical Computer Science, volume 72. Else-
vier, 2002.

[11] Ivan Herman, M. Scott Marshall, and Guy Melançon. Density func-
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